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Battle of the Bots: How Al Is Taking Over the
World of Cybersecurlty
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Al Revolutionizes Industries, not
World Domination
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&  Telegraph Connect - Media and Tech

Marketing faces death by
algorithm unless it finds a
new code
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Google DeepMind’s Al learns to play
with physical objects
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Hard Sciance

End to IlLness: Machine Learning Is
Revolutionizing How We Prevent Disease

« The TeraStructure algorithm can analyze genome sets rmuch larger than current systems can

efficiently handle, including those 2 big as 100,000 or 1 million genomes.

» Finding an efficient way to analyze genome catabases would zllow for personalized

healtheare that takes into account any genctic mutations that could exist irt a pcrson's DNA. Jelor Gallego

Kristin HoLser
wehsite
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Samsung's Bet on Artificial
Intelligence Is a Good One -- If
It Can Pull It Off
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Al (artificial intelligence)

- the theory and development of computer systems
able to perform tasks that normally require human

intelligence, such as visual perception, speech
‘ecognition, decision-making, and translation

Detween languages




ML (machine learning)

- IS a type of artificial intelligence (Al) that provides
computers with the ability to learn without being
explicitly programmed. Machine learning focuses
on the development of computer programs that
can teach themselves to grow and change when
exposed to new data.




without being explicitly programmea
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'm kidding




cost function with regularization
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2 types of ML

supervised learning
unsupervised learning



superviseo

the training data is labeleq,
eg. we know the correct answer



Unsuperviseo

the training data is not labeleq,
eg. we would figure out hidden correlations by ourselves



inear regression

supervised learning



(Xm)’ y“)), (X(Z), y(z))(x(m)’ y(m))

m training examples of (x, yt)
x) - feature

Vi - label
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learning algorithm
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Np(X) = Nypothesis






h@(X) = g FENEEX > + .+ O,

many features, n - number of features



Size, sg.m # rooms age price
XA X2 X3 Yy
30 3 22 2.9M
90 4 24 3.1M
/5 3 28 2.5M
110 S 2{0 SRV




1 USD =3.85 NIS
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summate the prediction error on training set



Linear Regression Cost Function

m
1 | |
](90) 91, sen en) — % Zo(he (x(l)) . y(l))Z
L=



minimize |(B)

funding a minimum of cost function = “learning”



gradient descent

batch, stochastic, etc, or advanced optimization algorithms
to find a global (sometimes local) minimum of cost function |
a - learning rate, a parameter of gradient descent
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magic
inside

gradient descent



h@(X) = @0 T @7)(7 T @2)(2 g - T @an

we're ready to predict



features scaling

U= =1



size, sq.m size, sc;m /110
80 Ol 2
90 0.81
75 0.68
110 1




mean normalization

average value of the feature is ~0
M5 = u=05



(size, sg.m/ 110) - 0.8025

Size, sg.m o
80 -0.0825
90 0.075
75 -0.1226
110 0.1975




matrix manipulations
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NVIDIA Corporation (NASDAQ:NVDA)

Range 78.50 - 88.77 Divlyield 0.12/0.52
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logistic regression

supervised learning



classifier
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he(x) = g(©'X)

he(X) - estimated probability thaty = 1 on input X

2(z) - logistic non-linear function



logistic function g(z)
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image source: Wikipedia
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minimize the cost

function




he(x) = g(GTX) y>0.5-true
y<0.5 - false



one-vs-all

supervised learning

1-21 of 21

Social B D Promotions B4 o Updates
Google+ Y  Goo ye Offers, Zagat Google Play

D Primary (1L

James, me (2) m Hiking trip on Saturday - Yay - so glad you can join. \

Hannah Cho Thank you - Keri - so good that you and Steve were able to come over







o0 O
o V=0, false




don't implement it at home

use libsvm, liblinear, and others



neural Nnetworks

supervised learning



Neuron
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feed forward neural network
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‘ & output layer

input layer
hidden layer



estimates

esUmateS

final
estimate



multiclass classifiers



logistic unit

0 O\,
X AB he = g(Xobo + X101 + x202)
g - weights

g - activation function



logistic function g(z)
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image source: Wikipedia



output: probabilities

‘w“
| ” OO7123thaty 1

‘1‘ 0.4765 that y = 2



net with no nidden layers

no hidden layers = one-vs-all logistic regression



cost function

sometimes called loss function of NN,
a representation of an error between
a real and a predicted value
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learning algorithm




DACKProp

backward propagation of errors



gradient descent + packprop

‘deep learning” - is training a neural net
‘deep” - because we have many layers



convolutional neural nets

widely used for image processing and object recognition



recurrent neural nets

widely used for natural language processing



CPU/GPU expensive



THE #1 PROGRAMMER EXCUSE
FOR LEGITIMATELY SLACKING OFF:

“MY CODE'S COMPILING.
HEY! GET BACK
TO WORK!
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The old programmers excuse
for legitimately slacking off:

HEY! GET BACK
TO WORK!

The new programmers excuse
for legitimately slacking off:

HEY! GET BACK
TO WORK?

2003



HEY! GET BACK
TO WORK!
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destination suggestion

" Good Morning

Driving to: Work?
Via: US Hwy 101 N

21 min. 1 .7 mil

D ,ﬁ ?/

\/

Routes Go




tangledpatn/ruby-fann

Ruby library for interfacing with FANN
(Fast Artificial Neural Network)




require './neural_network'
LOCATIONS = [:home, :work, :tennis, :parents]

LOCATIONS_INDEXED = LOCATIONS.map.with_index { Ix, il [x, i] }.to_h

XX = [
week 1
1st day of week, 8am

#

#

:work, 1, 8], [:tennis, 1, 17], [:home, 1, 20],
:work, 2, 8], [:home, 2, 18],

:work, 3, 8], [:tennis, 3, 17], [:home, 3, 20],
:work, 4, 8], [:home, 4, 18],

:work, 5, 8], [:home, 5, 18],

[:parents, 7, 13], [:home, 7, 18],

# week 2

[ :work, 1, 8], [:home, 1, 18],

[ :work, 2, 8], [:home, 2, 18],

:work, 3, 8], [:tennis, 3, 17], [:home, 3, 20],
[ :work, 4, 8], [:home, 4, 18],

[ :work, 5, 8], [:home, 5, 18],




features scaling

XX.each do l|destination, day, timel
yy << LOCATIONS_INDEXED[destination]
XX << [day.to_f/7, time.to_f/24]

end
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one hidden layer with 25 units



100% accuracy

on training set



11 11 11 11
N AN

16.5], [1, 171, [15; 15750 S s
177, 2, 18sia]s
18],
2318
B 1
].each do Iday, timel

res = nn.predict_with_probabilities([

[day.to_f/7, time.to_f/24]
1. il RS i
select {Ivl v[@] > @} # filter zero probabilities

puts "#{day} #{time} \t #{res.map {lvI| [LOCATIONS[v[1]], v[@]]}.1inspect}"

end
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# week 2
[ :work,
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 [:tennis , 0.97]]
[ [:tennis , 0.86],
[ :home 5 (OGP
[ :home 5 (069 .
 [:tennis , 0.85],
[ :home TR0 S
[ [ :home OO Gl
[ :home , 1.00]]

8], [:tennis, 1517 ESEhGmessuSse s

8], [:home, 2, el

8], [:tennis,! 3l SR OS2

8], [:home, 4, 18],
8], [:home, SR S op) 1

7, 13], [:home, 7, 18],

8], [:home, 1, 18],
8], [:home, 2, 18],

8], [:tennis, 3, 17], [:home, 3, 20],

8], [:home, 4, 18],
8], [:home, 5, 18],

:home
:tennis,
:tennis,
:home
:tennis,
:tennis,
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borisnadion/suggested-destination-demo

TU0VAcOdErORtAsi0emo



tensorflow

but you will need to learn Python



clustering

unsupervised learning
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anomaly detection

unsupervised learning
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collaborative filtering

unsupervised learning



Jane Arthur John
Star Wars VI 5 5 1
Dr. Strange 5 5 ?
Arrival 5 ? 1




automatic features
and their weights detection

based on the user votes



similarity between users
and between items



what to google



nttp://astrails.com
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